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• Genotypes:

Ø Common variants (e.g. MAF≥0.05): single marker test;

Ø Rare variants (e.g. MAF<0.05): test at gene level (e.g. SKAT).
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Common VS Rare

• Only subset of functional elements include common variants
• Rare variants are more numerous and thus will point to additional loci



Common VS Rare
Genetic Spectrum of Complex Diseases



GWAS



• Rare variants are hard to detect

• Rare variants have low  frequency that makes single marker 
test less powerful

• Rare causal SNPs are hard to identify even with large effect 
size

Single Marker Test for Rare Variant



• Disease prevalence ~10%
• Type I error 5x10-6

• To achieve 80% power 
• Equal number of cases and controls

• Minor Allele Frequency (MAF) =  0.1, 0.01, 0.001
• Required sample size  = 486, 3545, 34322, 

Single Marker Test for Rare Variant



Alternate Tests for Rare Variant



Alternate Tests for Rare Variant

• Burden Test

• Sequence Kernel Association Test (SKAT)

• Function Linear Model (FLM)

• Gene-based tests

• How to handle potential high dimension of rare variants in a gene



Alternate Tests for Rare Variant

• Burden Test

• Sequence Kernel Association Test (SKAT)

• Function Linear Model (FLM)



Burden Test



Alternatives to Single Marker Test  Collapsing 
Method (Burden Test)

• Group rare variants in the same gene/region

• Score each individual
• Presence or absence of rare copy
• Weight each variant

• Use individual score as a new “genotype” 

• Test in a regression framework

Burden Test
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New “Genotype” = SNP1 + SNP2 + … + SNP5

New “Genotype” = W1*SNP1 + W2*SNP2 + … + W5*SNP5

Burden Test



Power of Burden Test

• Power tabulated in collections of simulated data 

• Combining variants can greatly increase power 

• Appropriately combining variants is expected to be key 
feature of rare variant studies. 

Burden Test



Impact of Null Variants

• Including non-disease variants reduces power 

• Power loss is manageable, combined test remains preferable to 
single marker tests 

Burden Test



Impact of Missing Disease Alleles

• Missing disease alleles reduces power

• Still better than single marker test

Burden Test



Challenges 

• Assume all causal rare variants have the same effect direction

• It is hard to separate causal and null SNPs
• Including all rare variants will dilute the true signals

• Assume the effect size of each rare variant the same

Burden Test



Alternate Tests for Rare Variant

• Burden Test

• Sequence Kernel Association Test (SKAT)

• Function Linear Model (FLM)



Sequence Kernel Association Test (SKAT): 



Let there be n subjects with q genetic variants. The n × 1 vector of the quantitative trait y: 

• X is an n × p covariate matrix,
• β is a p × 1 vector containing parameters for the fixed effects (an intercept and p – 1 

covariates),
• G is an n × q genotype matrix for the q rare genetic variants of interest, 
• γ is a q × 1 vector for the random effects of the q genetic variants, 
• ε is an n × 1 vector for the random error. 

where W is a predefined q × q diagonal weight matrix for each variant 

Thus, the null hypothesis H0: γ = 0 is equivalent to H0: τ = 0, which can be tested 
with a variance component score test in the mixed model. 

! = #$ + &' + (

'~* 0, τ.
(~* 0, σ012

Sequence Kernel Association Test (SKAT): 



! = #$ + &' + (

SKAT test statistic following a mixture of Chi-square distribution is:

where the parameters are estimated under H0  (i.e., H0: τ = 0)

Thus, under H0:

“linear mixed model”

“linear regression model, no longer mixed model”

• The “full model” of SKAT is a linear mixed model
• The “null model” for the score test is a linear model

Var(!)= τ&)&* + +,-.

Q: What makes mixed model 
different from linear 
regression model? 
A: random variables in 
addition to random error.

Q = ! − #1$ *1234&)&*1234 ! − #1$

! = #$ + (

12 = 5+,-.
1$ = #*1236# 36#*1236!

• Called “kernel”. 
• Linear combination 

used here. Could be 
more flexible form.

Sequence Kernel Association Test (SKAT): 



Under null hypothesis, the variance of residual is

var $ − &'( = *+,- − *+,-& &.& /0&. = 12.

The statistic Q = *+,/5 $ − &'(
.676. $ − &'( is a quadratic form of $ − &'( and 

follows a mixture of chi-square distributions under H0. Thus,
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Sequence Kernel Association Test (SKAT): 



Sequence Kernel Association Test (SKAT): 



Ø Kernel Machine (KM) Regression for Linear Mixed Model:

With additional random effects (besides the genetic effects):

Let there be n subjects with q genetic variants. The n × 1 vector of the quantitative 

trait y follows a linear mixed model: 

• X is an n × p covariate matrix,
• β is a p × 1 vector containing parameters for the fixed effects (an intercept and p – 1 

covariates),
• G is an n × q genotype matrix for the q genetic variants of interest, 
• γ is a q × 1 vector for the random effects of the q genetic variants, 
• ε is an n × 1 vector for the random error,
• u is an n × 1 vector for the random effects due to covariates (e.g., relatedness in 

families, multivariate traits or time for longitudinal data)

! = #$ + &' + ( + )

Sequence Kernel Association Test (SKAT): 



where W is a predefined q × q diagonal weight matrix for each variant, and K is an n ×
n covariance matrix

! = #$ + &' + ( + )
'~+ 0, τ/
(~+ 0, 0
)~+ 0, σ234

For a linear mixed model, we use the log-likelihood

5 = −12 log < − 12 ! − #$ =<>? ! − #$ ,

where < = var ! = C&/&= + 0 + DE34. In the log-likelihood, the first term −?
3 log < is 

fixed and independent of trait ! when replacing < with its estimator.

Ø Kernel Machine (KM) Regression for Linear Mixed Model:

Sequence Kernel Association Test (SKAT): 



Take the first derivative

!"
!# = −12 tr *

+,-.-/ + 12 1 − 23 /*+,-.-/*+, 1 − 23 ,

The first term is fixed and independent of 1. We take twice the second term to be derived 
as our test statistic Q.

Q = 1 − 263 /6*+7-.-/6*+7 1 − 263

where the parameters are estimated under H0 (i.e., H0: τ = 0)

Thus, under H0: 1 = 23 + 8 + 9
6* = 6: + ;<=>?
63 = 2/6*+,2 +,2/6*+,1

Ø Kernel Machine (KM) Regression for Linear Mixed Model:

Sequence Kernel Association Test (SKAT): 



Under null hypothesis, the variance of residual is

var $ − &'( = var $ − & &*'+,-& ,-&*'+,-$ = '+ − & &*'+,-& ,-&* = ./.

The statistic Q is a quadratic form of $ − &'( and follows a mixture of chi-square 
distributions under H0. Thus,

Q~3
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6
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Ø Kernel Machine (KM) Regression for Linear Mixed Model:

Sequence Kernel Association Test (SKAT): 



Ø Special case: Family Sequence Kernel Association Test 
(famSKAT) for Quantitative Traits for Family Data:

! = #$ + &' + ( + ) '~+ 0, τ/ )~+ 0, σ123

! = #$ + &' + 4 + ) 4~+ 0, 5627

Under the null hypothesis (τ = 0), ! = #$ + 4 + )

The random variable for familial correlation

Sequence Kernel Association Test (SKAT): 



Q = # − %&' (&)*+,-,(&)*+ # − %&'

&' = %(&)*.% *.%(&)*.#
&) = /0123 + /0526
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The statistic Q is a quadratic form of # − %&' and follows a mixture of chi-square 
distributions

We have test statistics: 

Ø Special case: Family Sequence Kernel Association Test 
(famSKAT) for Quantitative Traits for Family Data:

Sequence Kernel Association Test (SKAT): 



Ø Special case: Multivariate Family Kernel Machine (MF-KM) 
regression for Quantitative Traits for Family Data:

Sequence Kernel Association Test (SKAT): 



We consider a data set containing m individuals and two correlated phenotypes for 

illustration. The model with correlation among phenotypes and familial correlation 

is ! = #$ + &' + ( + )

where ! is a vector of continuous trait (i.e., y = (y11, y12, y21, y22, …, ym1, ym2) where

m is the number of samples). ( is the random effect of correlated phenotypes 

corresponding to the polygenic contribution, and ) is the random effect of correlated 

phenotypes corresponding to the random environmental contribution.

(~+ 0, .⨂ 0123 0123
0123 0133 )~+ 0, 4⨂ 0523 0523

0523 0533

Ø Special case: Multivariate Family Kernel Machine (MF-KM) 
regression for Quantitative Traits for Family Data:

Sequence Kernel Association Test (SKAT): 



var $ = &⨂ ()*+ ()*+
()*+ ()++

+ -⨂ (.*+ (.*+
(.*+ (.++

= /

where & is twice the m× m kinship matrix obtained from familial relationship and

⨂ is the kronecker product. ()*+ , ()++ , ()*+ , (.*+ , (.++ and (.*+ represent the

polygenic variances of the first and second traits, the polygenic covariance between

the two traits, the environmental variances of the first and second traits, and the

environmental covariance between the two traits.

Under the null hypothesis (τ = 0), $ = 01 + 2 + 3

Sequence Kernel Association Test (SKAT): 
Ø Special case: Multivariate Family Kernel Machine (MF-KM) 

regression for Quantitative Traits for Family Data:
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The statistic Q is a quadratic form of ) − $!" and follows a mixture of chi-square 
distributions

We have test statistics: 

Sequence Kernel Association Test (SKAT): 
Ø Special case: Multivariate Family Kernel Machine (MF-KM) 

regression for Quantitative Traits for Family Data:



Sequence Kernel Association Test (SKAT-O): 

Ø Balance between burden and SKAT



Sequence Kernel Association Test (SKAT-O): 

Ø Balance between burden and SKAT

We still test H0: τ = 0, assume !~# 0, &'
(
)*+'

(
) instead of !~# 0, &' , where *, =

1 − 0 1 + 0113. In SKAT-O, 45 and 46 are calculated under the null hypothesis using the same

approach as in SKAT. The SKAT test statistic is a function of 0,

Q, = 8 − 946 345:;<'
;
=*,'

;
=<345:; 8 − 946

It is a SKAT test when 0 = 0, and it is a Burden test when 0 = 1. The statistic Q, is a quadratic

form of 8 − 946 and follows a mixture of chi-square distributions under H0. Thus,

Q,~∑?@;A B?C;,?= ,

where B? are the eigenvalues of the matrix ',
(
)<345:;DE45:;<',

(
) where ', = '

(
)*,'

(
). 

8 = 96 + <! + F

Key: auto search for G. 



Sequence Kernel Association Test (SKAT-O): 
All Causal Variants Were Deleterious

20%/80% of Causal Variants Were Protective/Deleterious



50%/50% of Causal Variants Were Protective/Deleterious

Sequence Kernel Association Test (SKAT-O): 



Alternate Tests for Rare Variant

• Burden Test

• Sequence Kernel Association Test (SKAT)

• Function Linear Model (FLM)



Functional Linear Model (FLM): 



Fan et al., 2013,  for a quantitative trait, we still consider a linear model,

Functional Linear Model (FLM): 

Normalized position in a gene

SN
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Fan et al., 2013,  for a quantitative trait, we still consider a linear model,

!" = $"%& + (
)

*
+" , γ , ., + /"

Functional Linear Model (FLM): 

+" , = +" ,* , … , +" ,2 Φ Φ%Φ 4*5 ,
A series of basis functions 
of SNP positions
(e.g., B-spline, Fourier)
K1×1

q×K1 contains values of 5 ,1×q



Fan et al., 2013,  for a quantitative trait, we still consider a linear model,

!" = $"%& + (
)

*
+" , γ , ., + /"

Functional Linear Model (FLM): 

γ , = 0% , γ*, … , γ3 %+" , = +" ,* , … , +" ,4 Φ Φ%Φ 6*7 ,
K1×1q×K11×q

A series of basis functions 
of SNP positions
(e.g., B-spline, Fourier)
1×K

1×K



Fan et al., 2013,  for a quantitative trait, we still consider a linear model,

!" = $"%& + (
)

*
+" , γ , ., + /"

Functional Linear Model (FLM): 

γ , = 0% , γ*, … , γ3 %+" , = +" ,* , … , +" ,4 Φ Φ%Φ 6*7 ,
K1×1q×K11×q 1×K K×1

Therefore, after some algebra,

!" = $"%& + 9"%γ + /"

9" = +" ,* , … , +" ,4 Φ Φ%Φ 6* ∫)
* 7 , 0% , .,

1×K



Functional Linear Model (FLM): 

Extensions: continuous, binary, 
family, multivariate, survival, 
meta …



Functional Linear Model (FLM): 



Functional Linear Model (FLM): 

Journal of the American Statistical Association



Have single variant association tests been 
performed?

• Start with single variant tests 
• even though under-powered 
• provides a quality check 

• Examine genome-wide QQ plots

From Do R, Kathiresan S, Abecasis GR. Exome sequencing and complex disease: practical aspects of 
rare variant association studies. Hum Mol Genet. 2012 Oct 15;21(R1):R1-9. Epub 2012 Sep 13. 
PubMed PMID: 22983955; PubMed Central PMCID: PMC3459641.



What type of rare variant test to perform?

From Do R, Kathiresan S, Abecasis GR. Exome sequencing and complex disease: practical aspects of 
rare variant association studies. Hum Mol Genet. 2012 Oct 15;21(R1):R1-9. Epub 2012 Sep 13. 
PubMed PMID: 22983955; PubMed Central PMCID: PMC3459641.

• Group rare variants, and compare to trait distribution

• Two major types: 
• with effect of all alleles in the same direction 
• allowing for alleles with variable effect directions 

• Use variable threshold implementations

• Examine QQ plots (all analyses, combined with single variant 
results)



What allele frequency threshold to use for 
gene based tests?

From Do R, Kathiresan S, Abecasis GR. Exome sequencing and complex disease: practical aspects of 
rare variant association studies. Hum Mol Genet. 2012 Oct 15;21(R1):R1-9. Epub 2012 Sep 13. 
PubMed PMID: 22983955; PubMed Central PMCID: PMC3459641.

• If can’t use variable threshold methods, then use a 
variety of frequency cut-offs 

• Additional analysis: Examine homozygotes or 
compound heterozygotes for deleterious mutations.



What variants to include in the rare variant 
test?

From Do R, Kathiresan S, Abecasis GR. Exome sequencing and complex disease: practical aspects of 
rare variant association studies. Hum Mol Genet. 2012 Oct 15;21(R1):R1-9. Epub 2012 Sep 13. 
PubMed PMID: 22983955; PubMed Central PMCID: PMC3459641.

• Include all missense, splice or stop altering variants, excluding 
only synonymous and non-coding variants.

• Focus on subset of variants predicted to have deleterious 
consequences.

• Focus on only splice, frame, and stop-altering variants.



What approach to correct for multiple 
testing?

From Do R, Kathiresan S, Abecasis GR. Exome sequencing and complex disease: practical aspects of 
rare variant association studies. Hum Mol Genet. 2012 Oct 15;21(R1):R1-9. Epub 2012 Sep 13. 
PubMed PMID: 22983955; PubMed Central PMCID: PMC3459641.

• Use permutation-based approaches to assess statistical 
significance.

• Or proposed rule of thumb: need a p-value less than 5×10-7.



Conclusions

From Do R, Kathiresan S, Abecasis GR. Exome sequencing and complex disease: practical aspects of 
rare variant association studies. Hum Mol Genet. 2012 Oct 15;21(R1):R1-9. Epub 2012 Sep 13. 
PubMed PMID: 22983955; PubMed Central PMCID: PMC3459641.

• Mixture of risk, neutral, and protective variants
• Probably should not assume all have same direction of effect 

• Avoid arbitrary thresholds 
• Variable threshold models 

• Many different statistics, with differing power under different 
conditions 
• Sensitivity analyses with a few different methods 

• Always good to incorporate measures of data quality 
• Model uncertainty


