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Motivation
• Phenotypes:

Ø In many genetic studies, phenotypes are measured at multiple time points for 

each subject. It is expected that a method that is able to take into account all 

time points jointly in an association test could improve the power;

Ø Family based designs have been widely used. Appropriately handling familial 

correlation can retain Type I error rate;

• Genotypes:

Ø MAF: Minor Allele Frequency

Ø Common variants (MAF≥0.05): single marker test;

Ø Rare variants (MAF<0.05): test at gene level (e.g. SKAT).
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Aims
• Gene-based rare variants test;

• Handle multiple types of traits.



Let there be n subjects with q genetic variants. The n × 1 vector of the quantitative trait y
follows a linear mixed model: 

• X is an n × p covariate matrix,
• β is a p × 1 vector containing parameters for the fixed effects (an intercept and p – 1 

covariates),
• G is an n × q genotype matrix for the q rare genetic variants of interest, 
• γ is a q × 1 vector for the random effects of the q genetic variants, 
• ε is an n × 1 vector for the random error. 

where W is a predefined q × q diagonal weight matrix for each variant 

Thus, the null hypothesis H0: γ = 0 is equivalent to H0: τ = 0, which can be tested 
with a variance component score test in the mixed model. 

Ø Sequence Kernel Association Test (SKAT):

Methods
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Ø Sequence Kernel Association Test (SKAT):

Methods

! = #$ + &' + (

SKAT test statistic following a mixture of Chi-square distribution is:

where the parameters are estimated under H0  (i.e., H0: τ = 0)

Thus, under H0:

“linear mixed model”

“linear regression model, no longer mixed model”

• The “full model” of SKAT is a linear mixed model
• The “null model” for the score test is a linear model

Var(y)= τ&)&* + +,-.

Q: What makes mixed model 
different from linear 
regression model? 
A: random variables in 
addition to random error.

Q = ! − #1$ *1234&)&*1234 ! − #1$

! = #$ + (

12 = 5+,-.
1$ = #*1236# 36#*1236!

• Called “kernel”. 
• Linear combination 

used here. Could be 
more flexible form.



Under null hypothesis, the variance of residual is

var $ − &'( = *+,- − *+,-& &.& /0&. = 12.

The statistic Q = *+,/5 $ − &'(
.676. $ − &'( is a quadratic form of $ − &'( and 

follows a mixture of chi-square distributions under H0. Thus,
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Ø Sequence Kernel Association Test (SKAT):

Methods



Methods
Ø Kernel Machine (KM) Regression for Linear Mixed 

Model:

With additional random effects (besides the genetic effects):

Let there be n subjects with q genetic variants. The n × 1 vector of the quantitative 

trait y follows a linear mixed model: 

• X is an n × p covariate matrix,
• β is a p × 1 vector containing parameters for the fixed effects (an intercept and p – 1 

covariates),
• G is an n × q genotype matrix for the q genetic variants of interest, 
• γ is a q × 1 vector for the random effects of the q genetic variants, 
• ε is an n × 1 vector for the random error,
• u is an n × 1 vector for the random effects due to covariates (e.g., relatedness in 

families, multivariate traits or time for longitudinal data)

! = #$ + &' + ( + )



Methods
Ø Kernel Machine (KM) Regression for Linear Mixed 

Model:

where W is a predefined q × q diagonal weight matrix for each variant, and K is an n ×
n covariance matrix

! = #$ + &' + ( + )
'~+ 0, τ/
(~+ 0, 0
)~+ 0, σ234

For a linear mixed model, we use the log-likelihood

5 = −12 log < − 12 ! − #$ =<>? ! − #$ ,

where < = var ! = C&/&= + DE3F + DG34. In the log-likelihood, the first term −?
3 log <

is fixed and independent of trait ! when replacing < with its estimator.



Take the first derivative

!"
!# = −12 tr *

+,-.-/ + 12 1 − 23 /*+,-.-/*+, 1 − 23 ,

The first term is fixed and independent of 1. We take twice the second term to be derived 
as our test statistic Q.

Q = 1 − 263 /6*+7-.-/6*+7 1 − 263

where the parameters are estimated under H0 (i.e., H0: τ = 0)

Thus, under H0: “still a linear mixed model”1 = 23 + 8 + 9
6* = 6: + ;<=>?
63 = 2/6*+,2 +,2/6*+,1

Methods
Ø Kernel Machine (KM) Regression for Linear Mixed 

Model:



Under null hypothesis, the variance of residual is

var $ − &'( = var $ − & &*'+,-& ,-&*'+,-$ = '+ − & &*'+,-& ,-&* = ./.

The statistic Q is a quadratic form of $ − &'( and follows a mixture of chi-square 
distributions under H0. Thus,

Q~3
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6
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where 74 is the eigenvalues of the matrix ;
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Methods
Ø Kernel Machine (KM) Regression for Linear Mixed 

Model:



Ø Family Sequence Kernel Association Test (famSKAT) 
for Quantitative Traits for Family Data:

Methods (special case)

! = #$ + &' + ( + ) '~+ 0, τ/ )~+ 0, σ123

! = #$ + &' + 4 + ) 4~+ 0, 5627

Under the null hypothesis (τ = 0), ! = #$ + 4 + )

The random variable for familial correlation



Q = # − %&' (&)*+,-,(&)*+ # − %&'

&' = %(&)*.% *.%(&)*.#
&) = /0123 + /0526

Ø Family Sequence Kernel Association Test (famSKAT) 
for Quantitative Traits for Family Data:

Q~8
9:.

;
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where <9 is the eigenvalues of the matrix -
?
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?
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The statistic Q is a quadratic form of # − %&' and follows a mixture of chi-square 
distributions

We have test statistics: 

Methods (special case)



Ø Multivariate Family Kernel Machine (MF-KM) 
regression for Quantitative Traits for Family Data:

We consider a data set containing m individuals and two correlated phenotypes for 

illustration. The model with correlation among phenotypes and familial correlation 

is ! = #$ + &' + ( + )

where ! is a vector of continuous trait (i.e., y = (y11, y12, y21, y22, …, ym1, ym2) where

m is the number of samples). ( is the random effect of correlated phenotypes 

corresponding to the polygenic contribution, and ) is the random effect of correlated 

phenotypes corresponding to the random environmental contribution.

(~+ 0, .⨂ 0123 0123
0123 0133 )~+ 0, 4⨂ 0523 0523

0523 0533

Methods (special case)



Ø Multivariate Family Kernel Machine (MF-KM) 
regression for Quantitative Traits for Family Data:

var $ = &⨂ ()*+ ()*+
()*+ ()++

+ -⨂ (.*+ (.*+
(.*+ (.++

= /

where & is twice the m × m kinship matrix obtained either from familial

relationship and ⨂ is the kronecker product. ()*+ , ()++ , ()*+, (.*+ , (.++ and (.*+
represent the polygenic variances of the first and second traits, the polygenic

covariance between the two traits, the environmental variances of the first and

second traits, and the environmental covariance between the two traits

Under the null hypothesis (τ = 0), $ = 01 + 2 + 3

Methods (special case)



Ø Multivariate Family Kernel Machine (MF-KM) 
regression for Quantitative Traits for Family Data:

!" = $%!&'($ '($%!&'()
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where =: is the eigenvalues of the matrix 7
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The statistic Q is a quadratic form of ) − $!" and follows a mixture of chi-square 
distributions

We have test statistics: 

Methods (special case)



Under the null hypothesis (τ = 0), the random intercept and time model for the i-th

subject at time point j is  

Ø Longitudinal Kernel Machine (L-KM) regression for 
Quantitative Traits for Population Data:

!"# = %& + ("#%) + *&" + ("#*)" + +"#

• With longitudinal studies, may treat intercept and (continuous) time (slope) as 

both fixed and random effects. 

• Different covariance structures such as compound symmetry, autoregressive, and 

Toeplitz, can be easily implemented under this framework.

where ("# indicates time. %& and %) are the fixed effects of intercept and time, while 

*&" and *)" are the random effects of intercept and time for the i-th subject. 

Methods (special case)



Ø Longitudinal Kernel Machine (L-KM) regression for 
Quantitative Traits for Population Data:
For one subject, the null model can be rewritten as

!" = $"% + '"(" + )"
We assume that there are m time points. Thus, !" = (+",, +"., … , +"0)2 is an m × 1 

vector, $" is an m × 2 matrix for intercept and time,% = 34 3, and (" = 54" 5," . 

For simplicity, we did not include other covariates (which can be easily included) in the 

model; therefore, '" is the same as $", and

678 (" = 9":;. 9<=>
9<=> 9;"0?. 678 !" = '"678 (" '"2 + 9@.A0×0

For example,'" 678 (" '"2 9@.A0×0

678 C" = 1 0
1 1

9":;. 9<=>
9<=> 9;"0?.

1 1
0 1 + 9@.

9@.

Methods (special case)



Ø Longitudinal Kernel Machine (L-KM) regression for 
Quantitative Traits for Population Data:

For the whole data set, the variance term is: 

!"# $ = &⨂()!"# *) ()+ + -./& = 0

where y is an n·m × 1 vector, and ⨂ is the kronecker product to produce a diagonal 

block matrix. The variance terms -)12/ , -2)34/ , -567, and -./ can be estimated from 

the data (e.g., using the R package nlme), and then the L-KM test statistic Q can be 

constructed in the same way as in the above section. 

9: = ;+90<=; <=;+90<=$

Q = $ − ;9: +90<?@A@+90<? $ − ;9:
We have test statistics: 

90 = &⨂() B!"# *) ()
+ + C-./&

Methods (special case)



Methods
Ø Kernel Machine (KM) Regression for Generalized 

Linear Mixed Model:

With additional random effects (besides the genetic effects):

Let there be n subjects with q genetic variants. The n × 1 vector of the binary trait y

follows a linear mixed model: 

logit & ' = 1 = logit * = + = ,- + /0 + 1

where * is the mean of '.

where W is a predefined q × q diagonal weight matrix for each variant, and K is an n ×
n covariance matrix

0~3 0, τ7

1~3 0, 8



Methods
Ø Kernel Machine (KM) Regression for Generalized 

Linear Mixed Model:

For a generalized linear mixed model, we use the quasi-likelihood

!" = −
1
2 log * −

1
2 +∗ − -. /*01 +∗ − -. ,

• +∗ is the working trait vector that is equal to 301 + − 4 + 6

• * = 701 + 89:9/ + ;, 

• 3 is a diagonal matrix with diagonal elements equal to

<=>
<?>

= @< AB>
CDAB>

<?> =
EB>

1FEB>
1 − EB>

1FEB>
= GH 1 − GH , 

• 7 is also a diagonal matrix with diagonal elements equal to 

var yH|NH, OH /
<=>
<?>

Q 01
= GH 1 − GH . 

• The first term −1
Q
log * is fixed and independent of phenotype + when replacing *

with its estimator.



Methods
Ø Kernel Machine (KM) Regression for Generalized 

Linear Mixed Model:
Take the first derivative

!"#
!$ = −12 tr +

,-./.0 + 12 2∗ − 45 0+,-./.0+,- 2∗ − 45

Following the same rationale as described in above section, we take twice the 

second term to be derived as our test statistic Q.

Q = 2∗ − 475 07+,-./.07+,- 2∗ − 475 .

Under H0:

“a generalized linear mixed model”

7+ = 79 + 7:,-75 = 407+,-4 ,-407+,-2∗;

logit @ 2 = 1 = 45 + A 2∗ = 45 + A + B∗
equivalent 

B∗~D 0, :,-

2∗ is the working trait vector

When final 2∗:



Methods
Ø Kernel Machine (KM) Regression for Generalized 

Linear Mixed Model:

Under null hypothesis, the variance of residual is

var $∗ − '() = var $∗ − ' '+(,-.' -.'+(,-.$∗ = (, − ' '+(,-.' -.'+ = /0.

The statistic Q is a quadratic form of $∗ − '() and follows a mixture of chi-square 
distributions under H0. Thus, 

Q~4
56.

7
859.,5;

where 85 is the eigenvalues of the matrix <
=
>?+(,-./@(,-.?<

=
> .



Ø Family Sequence Kernel Association Test (F-SKAT) 
for Binary Traits for Family Data:

logit & ' = 1 = *+ + -. + / .~1 0, τ5

logit & ' = 1 = *+ + -. + 6 6~1 0, 789:

Under the null hypothesis (τ = 0), logit & ' = 1 = *+ + 6

The random variable for familial correlation

Methods (special case)



Ø Family Sequence Kernel Association Test (F-SKAT) 
for Binary Traits for Family Data:

!" = $%!&'($ '($%!&'()∗

!& = +,-./ + !1'(

Q~4
56(

7
859(,5.

where 85 is the eigenvalues of the matrix ;
<
=>%!&'(?@!&'(>;

<
= .

The statistic Q is a quadratic form of )∗ − $!" and follows a mixture of chi-square 
distributions

We have test statistics: 

Q = )∗ − $!" %!&'(>;>%!&'( )∗ − $!" .

Ø This can be simplified to SKAT for binary population data

Methods (special case)
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